
Résumé –Ce travail fait partie d'un projet de recherche lié au domaine de la prévision pour le bien social (FSG) visant à 
améliorer les prévisions de la demande de courrier pour une grande organisation postale française. L'objectif de l’article 
est de proposer une nouvelle approche d’aide à la décision basée sur les prévisions des flux de courrier à différents niveaux 
de l'organisation. L’approche proposée étudie la prévision hiérarchique de séries temporelles en utilisant les approches Top-
down (TD), Bottom-up (BU) et la combinaison optimale (OC). Elle intègre une approche en quatre phases comprenant la 
préparation des données, le schéma hiérarchique, les méthodes de prévision et les mesures d’évaluation. Elle évalue 
différentes méthodes de prévision communes comme ARIMA and ETS selon des indicateurs de précision et des indicateurs 
sociaux. Cette approche montre des prévisions de la demande plus précises et performant par rapport à la méthode actuelle 
utilisée par l'organisation.  
Abstract – This work is part of a research project related to the field of Forecasting for Social Good (FSG) to improve mail 
demand forecasts for a major French postal organization. The aim of the paper is to propose a new forecast-based decision-
making approach that predicts the mail demand flow at different levels of the organization to better plan the delivery 
activities. It includes a four-phase approach including data preparation, a hierarchy scheme, forecasting methods, and 
evaluation measures. The proposed approach investigates hierarchical time series forecasting using the Top-down (TD), 
Bottom-up (BU), and Optimal combination (OC) approaches. It also evaluates different common forecasting methods like 
the autoregressive integrated moving average (ARIMA) method and the exponential smoothing with Error, Trend, and 
Seasonality (ETS) method based on accuracy and social measures. The results show more accurate mail demand forecasts 
using an efficient hierarchical approach compared to the current method used by the organization.   
 
Mots clés - prévision hiérarchique des séries temporelles, demande de courrier, service de livraison par voie postale. 
Keywords – hierarchical time series forecasting, mail demand flow, postal delivery service. 
 
 
1 INTRODUCTION AND BACKGROUND 
Forecasting for Social Good (FSG) is a forecasting process that 
aims to support decisions that prioritize the thriving of humanity 
over the thriving of economies by improving the social 
foundation and ecological ceilings that impact the public as a 
whole on both local and global scales (Rostami-Tabar et al., 
2022). Based on this definition, research has to satisfy four main 
attributes to be considered as an FSG study. First, the 
forecasting process is related to a real business context. Second, 
the studied problem is driven by humanity thriving rather than 
economies thriving. Third, the proposed solution improves the 
social foundation and ecological ceiling. Finally, the study 
impacts the public as a whole. These attributes represent the 
essential motivation for this work as this study deals with a real 
problem to forecast mail demand flows as a social good in order 
to ensure mail distribution and to support decisions related to 
planning delivery activities. 
However, the FSG research area is new and few studies have 
been conducted in this area with limited applications (Rostami-
Tabar et al., 2022). (Gross & Sohl, 1990) studied forecasting 
crime for policy and planning decisions to support the tactical 
deployment of police resources. (van der Laan et al., 2016) 
provided an empirical analysis of the demand planning and 
distribution operations at the Operational Center Amsterdam of 
Médecins sans frontières (MSF-OCA) supported by forecasting 

methods. (Litsiou et al., 2022) applied judgmental methods for 
forecasting the success of megaprojects. (Wicke et al., 2022) 
used scenario generation to forecast the outcomes of a refugee 
crisis. (Rostami-Tabar & Ziel, 2022) proposed a forecasting 
model to generate both point and probabilistic daily forecasts of 
Emergency Department (ED) attendance with the aim of 
allocating available resources more effectively. 
Furthermore, most studies in the postal sector discuss the 
network design problem or vehicle routing problem (Ducret, 
2014; Janjevic & Winkenbach, 2020) rather than the mail 
demand flow forecasting. For instance, (Chlosta & Froberg, 
1977) is a basic reference that proposes a multivariate linear 
regression model for mail forecasts to support production 
planning. (Munkhdalai et al., 2020) improve the mail forecast 
accuracy for Korea Post using a deep learning-based time series 
forecasting model. 
On the other hand, many forecasting problems could be 
organized in a hierarchical structure in accordance with the 
hierarchal setting of the decisional context. In the literature, 
hierarchical time series forecasting approaches are proposed to 
deal with such setting (Babai et al., 2022). A hierarchical 
forecasting approach is proposed by (Villegas & Pedregal, 
2018) to efficiently tackle the case of Spanish grocery retail.  
(Punia et al., 2020) propose an empirical study to investigate the 
suitability of hierarchical forecasting approaches in the context 
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of online and offline retail. This study shows that the forecasts 
provided by the hierarchical approaches are more accurate than 
the direct forecasts for all levels of decision-making for the 
retailer. (Abolghasemi et al., 2022) apply the three principal 
approaches in hierarchical forecasting Top-down (TD), Bottom-
up (BU), and optimal linear combination (OC) using machine 
learning methods to investigate the impact of promotions using 
FMCG products data from a food manufacturing company in 
Australia. There were debates in the literature regarding the best 
performant hierarchical approach (Punia et al., 2020). However, 
the optimal linear combination (OC) outperforms or at least 
gives equal accuracy as the TD and BU forecasting approaches 
(Hyndman et al., 2011). In addition to forecast accuracy, (Babai 
et al., 2022) recommend proposing new measures related to 
utility functions in order to evaluate the different forecasting 
approaches. To the best of our knowledge, no existing studies 
have offered a hierarchical forecasting approach for the mail 
demand flow to support delivery activities applied to a real case 
study with a social-oriented context.  
With respect to the case under study, this work aims to improve 
the mail demand forecasts, which impact the planning and 
delivery service for a major French postal organization. The 
organization network has a hierarchy with two levels composed 
of 19 platforms (PFs) and 87 distribution centers (DCs), 
deployed over the territory as shown in (Figure 1). Each 
Platform PF distributes the mail flow to one or more distribution 
centers DCs, which collect, sort, and distribute the mail. The 
majority of these activities are accomplished by temporary 
employees. Thus, after forecasting the month’s demand, the 
labor workload for each month is determined for each platform 
(P) and distribution center (DC) to ensure high delivery service. 
Inaccurate mail flow forecasts lead to either over- or under-
workload that generates extra costs or poor service levels, 
respectively. 

 
Figure 1. Mapping of 87 DCs and 19 PFs 

  
Moreover, the current forecasting process used in the 
organization is time-consuming. Therefore, the decision-makers 
aim to get more accurate mail forecasts in order to better plan 
the distribution activities and to decrease the time calculation 
and effort. Most distribution activities are done by temporary 
employees who are planned based on the forecasts. In the case, 
the forecasts consistently overestimate the real volumes, the 
organization release all or part of the planned temporary 
employees. The organization aims to obtain useful forecasts that 
could be integrated into a new social key performance indicator 
that reflects the variability of the release level. This issue 
constitutes one of the objectives of this research.  

Thus, the primary contribution of this study is to compare direct 
and hierarchical time series approaches for forecasting the mail 
demand flow in the postal delivery service. The comparison of 
both approaches is based not only on accuracy measures but also 
on the social impact.  
The remainder of this paper is structured as follows. Section 2 
describes the proposed approach including the data preparation, 
hierarchy scheme, forecasting methods, and accuracy measures 
as sub-sections. The implementation, findings, and discussion 
are drawn in Section 3. Finally, concluding remarks and 
recommendations for future research are presented in Section 4. 

2 FORECASTING APPROACH 
In this section, we present the proposed approach from data 
preparation to forecasting as illustrated in Figure 2. Initially, the 
data preparation and cleaning process is first stated to obtain a 
complete and proper database for the monthly mail demand 
flow. Then, hierarchical forecasting is proposed using the Top-
down (TD), Bottom-up (BU), and Optimal combination (OC) 
approaches. See (Hyndman & Athanasopoulos, 2018) for an 
introduction to hierarchical forecasting and (Babai et al., 2022) 
for a review of aggregation and hierarchical approaches in the 
supply chain. For each approach, the baseline forecasting 
method currently used by the organization, as well as the 
proposed forecasting methods which are the autoregressive 
integrated moving average (ARIMA) method, and the 
exponential smoothing with Error, Trend, and Seasonality 
(ETS) method are presented.  These methods are compared and 
evaluated based on accuracy measures and a new social 
indicator, namely, the Mean Absolute Percentage Error (MAPE) 
and the Root Mean Squared Scaled Error (RMSSE) commonly 
used in the literature, and a new social indicator reflects a 
dismissing level DL. This indicator represents the probability 
that the organization planned more employees than it needed 
as the forecast load is higher than the real volume load.  

 
Figure 2. Approach 

2.1 Data preparation 
First of all, empirical data is required to analyze the performance 
of the current forecasting method used in the postal organization 
and the proposed ones. Therefore, we started by preparing, 
cleaning, and defining data with the corresponding historical 
period. As expected, even if the data were existing in the 
different databases of the organization, the data cleaning phase 
was a complicated task for many reasons. First, there was no 
integrated database including the relevant monthly mail flow at 
the platforms “PFs” and the distribution centers “DCs”. Besides, 
each level of the organization had its own information system 
and databases which are differently structured. Thus, we 
combined several databases and corrected the historical data to 
construct a complete database for the mail volume during the 
period. 

2.2 Hierarchy scheme 
The structure of the postal organization can be presented as a 
hierarchy diagram as it is grouped into platforms having their 
distribution centers (Figure 3). We recognize the following two 
levels of the hierarchy that can be mapped to the time series: 
1. Platform (PF) flow is the total mail flow at a specific top-

level PF. 
2. Distribution center (DC) flow is the total mail flow at a 

specific down-level DC. 



 

 
 

Figure 3. Hierarchical organization structure 
 
This schema helps to take advantage of the hierarchical 
approaches in order to improve the forecast accuracy at the P 
and the DC levels as those are the relevant levels for supporting 
the mail delivery planning, and also improving the service 
quality. 
The common approaches for forecasting the hierarchical time 
series are the Top-down (TD), Bottom-up (BU) and Optimal 
combination (OC) approaches (Athanasopoulos et al., 2009; 
Hyndman & Athanasopoulos, 2018). 
The different hierarchical forecasting approaches can be 
presented with a unified structure: 
 

		Ỹ#(h) = 𝐒𝐆Ŷ#(h),																																												(1) 
 
where Ỹ#(h)	is the final reconciled forecasts of all series, n is 
the number of the observations in each series, 𝐒 is a summing 
matrix of order m×m/	 that aggregates the bottom level series, 
m is the total number of series in the hierarchy, 𝑘	 is the total 
number of levels in the hierarchy, 𝐆	is a matrix of order 
m×m/	 which elements depend on the type of the HF method 
used, Ŷ#(h) is an h-step-ahead independent base forecast of all 
series based on “n” observations (Hyndman & Athanasopoulos, 
2018). 
The Bottom-up (BU) approach generates forecasts for the 
bottom level and aggregates them to compute the forecasts for 
top-level series in the hierarchy. Some researchers suggest using 
this approach for forecasts related to operational decisions like 
production planning and logistics (Abolghasemi et al., 2022; 
Kahn, 1998). 
In this approach, the G in equation (1) is 𝐆 =
1O3/×(3435)|Ι3/8

9
, where O:×; is an 𝑖 × 𝑗 null matrix at levels 

𝑖, j. Thus, G obtains the bottom-level forecasts and combines 
them with the summing matrix S to generate the final forecasts 
of the hierarchy. 
The Top-down (TD) approach produces forecasts at the top 
level and disaggregates them to lower levels using some 
disaggregation feature. Here, researchers suggest using this 
approach for forecasts related to strategic decisions like defining 
budgets (Abolghasemi et al., 2022; Kahn, 1998). According to 
the TD approach, the vector 1𝑃;8			of all disaggregation 
proportions corresponding to the series in the bottom level 
j=1,..,	m/	 is defined using two TD principal approaches known 
in the literature. These two approaches are the average historical 
proportions and the proportions of the historical averages (Gross 
& Sohl, 1990). According to the average historical proportions, 
each proportion 𝑝;  reflects the average of the historical 
proportions of the bottom level series 𝑦;: 
 

𝑝; =
1
𝑛		
B

𝑦;,C
𝑦C

#

CDE

																																														(2) 

 
According to the proportions of the historical averages, each 
proportion 𝑝;  captures the average historical value of the 
bottom-level series 𝑦;C , relative to the average value of the total 
aggregate 𝑦C:  

𝑝; =		
∑ 𝑦;,C#
CDE

∑ 𝑦C#
CDE

																																												(3) 

 
These proportions can be used to form the vector 𝐠 =
[pE, pL, p, … . , p3/] so that  𝐆 = 1g	|O3/×(34E)8

9
. On this point, 

G disaggregates the forecast at the top level to the lower levels. 
 
The Optimal combination (OC) creates base forecasts for all 
series across all hierarchical levels and then combines them with 
a linear model to obtain the reconciled forecasts (Hyndman et 
al., 2016; Wickramasuriya et al., 2019). In the OC approach, the 
basic formula for calculating all final h-step-ahead forecast 
Ỹ#(h) is presented as:  
 

Ỹ#(h) = 𝑆(𝑆9𝑊S
4E𝑆)4E𝑆9𝑊S

4E	Ŷ(h),											(4) 
 
where WS is the variance-covariance matrix of the base forecast 
errors which could be estimated using several ways like 
ordinary least square, weighted least squares, structural scaling, 
and the minimum trace. The minimum trace is used in this study 
as it gives the most accurate forecasting results (Mircetic et al., 
2022).  

2.3 Forecasting methods and accuracy measures 
We propose two alternative common forecasting methods for 
producing the base forecasts used in the hierarchical forecasting 
approaches, namely: the autoregressive integrated moving 
average (ARIMA) method (Box, 1970; Silvestrini & Veredas, 
2008), and the exponential smoothing with Error, Trend, and 
Seasonality (ETS) based on innovations state space method 
(Holt, 1957; Hyndman et al., 2008). Then, the forecasting 
results of both methods are compared to the results generated by 
the current forecasting method used in the organization as a 
baseline.  
ARIMA combines three statistical models, the autoregressive 
(AR) to forecast a time series using a linear combination of its 
past p-values, the integrated (I) to make the time series 
stationary by removing (or mitigating) trend or seasonality 
differencing d times, and the moving average (MA) to forecast 
future values using a linear combination of previous forecast q-
errors (Silvestrini & Veredas, 2008). The ARIMA model (p,d,q) 
can be written as follows: 
 
𝑦C = 𝜑W + 𝜑E𝑦C4E + 𝜑L𝑦C4L + ⋯+ 𝜑Z𝑦C4Z + 𝜏E𝜀C4E + 𝜏L𝜀C4L

+ ⋯+ 𝜏Z𝜀C4]	,																																														(5) 
 
where 𝑦C and 𝜀C  represent the time series value and the error at 
th time instance, respectively.,	𝜑W  is a constant coefficient,  𝜀C  (i 
= 1, 2,...,q) are moving average (MA) coefficients and 𝜑;  (j = 1, 
2,...,p) are autoregressive (AR) coefficients.  
 
Besides, the exponential smoothing methods provide future 
forecasts based on the weighted averages of past observations. 
The state space models for the exponential smoothing with 
Error, Trend, and Seasonality (ETS) (Hyndman et al., 2008)   
can be presented as:  



 
𝑦C = w(𝑥C4E) + r(𝑥C4E)𝜀C																																															(6) 

 
𝑥C = f(𝑥C4E) + g(𝑥C4E)𝜀C																																																(7) 

 
Equation (6) represents the relationship between the observation 
𝑦C and the unobserved state 𝑥C4E. 
Equation (7) is the transition equation that represents the 
evolution of states over time, where f, g, and w, are coefficients 
and 𝜀C  stands for the random errors. 

2.4 Evaluation measures 
To compare the performance of the forecasting methods, many 
measures are considered in the literature. For instance, In the 
inventory management literature, there are two main categories 
of performance measures: forecast accuracy measures and 
inventory performance measures (Pinçe et al., 2021). 
In this study, the Mean Absolute Percentage Error (MAPE) 
(Makridakis et al., 1982) and the Root Mean Squared Scaled 
Error (RMSSE) (Hyndman & Koehler, 2006) are the main 
accuracy measures to evaluate the performance of the current 
forecasting method used by the organization, ARIMA, and ETS 
methods. 
MAPE is the most commonly used error measure (Hong et al., 
2019) which represents the average of the total percentage of 
errors between the real values and the forecasted values. A low 
MAPE value shows that the forecasted value is approaching its 
current value. Here is the expression of the MAPE: 
 

MAPE = 100.
1
𝑛		
Bj

𝑌C − 𝐹C
𝑌C

j
C

:DE

																																						(8)	

RMSSE is a scaled error measure independent of the data scale 
based on a training mean squared error of the Naïve method 
and it is recommended for evaluating the performance of the 
hierarchical forecasts (Makridakis et al., 2022).  Here is the 
expression of the RMSSE: 
 

RMSSE = q
1
ℎ		∑ (𝑌C − 𝐹C)L#sS

CD#sE

1
𝑛 − 1		∑ (𝑌C − 𝑌C4E)L#

CDL

																													(9) 

 
Furthermore, in the same vein, as demand forecasting accuracy 
measures (Pinçe et al., 2021), we propose a new social indicator 
representing  a dismissing level DL as it reflects the average 
time that the organization planned more employees than it 
needed based on the forecasts: 
 

DL =
1
𝑛		
B(𝑌C

C

:DE

		≤ 	𝐹C)	,																																		(10) 

 
where 𝐹C is the forecast value for period t, 𝑌C  is the real 
observation in period t, n is the length of the within-sample and 
h is the length of the evaluation horizon. 
 

3 IMPLEMENTATION, FINDINGS, AND DISCUSSION  
In order to implement the proposed hierarchical approach, the 
historical cleaned data for the monthly mail demand over 4 
years is used, examples in (Figure 4) and (Figure 5) present 
strong trends and seasonality in the platform and distribution 
center levels. The data set is divided into a training set (from 

January 2015 to December 2017) and a test set (from January 
2018 to December 2018). The number of time series is 19 at the 
platform (PF) level and 87 at the distribution center (DC) level. 
 

 
Figure 4. Mail demand flow from 2015 to 2018 at PF1, PF2, 

and PF3 
 
We apply the proposed forecast methods ARIMA and ETS at 
both levels using the direct approach first and then the 
hierarchical approach.  
 
 

 
Figure 5. Mail demand flow from 2015 to 2018 at DC1, 

DC2, DC3 associated to the platform PF1 

 
 
The automatic ARIMA; ARIMA () that integrates SARIMA and 
the automatic exponential smoothing; ETS() function in R fable 
package (O’Hara-Wild et al., 2020) are used to generate the 
forecasts of monthly mail in both levels directly. The best of all 
possible models was chosen according to Akaike information 
criterion (AIC) (Hyndman & Athanasopoulos, 2018). 
For the hierarchical approaches the reconcile () function and 
forecast () function in the “fable” package were also used 
(O’Hara-Wild et al., 2020).  
First, we use ARIMA, and ETS methods directly without 
considering hierarchical approaches. The current method used 
by the organization is considered the baseline to be compared to 
the proposed methods. The results shown in (Table 1) indicate 
that the method ETS outperforms the baseline and ARIMA 
methods according to both accuracy measures MAPE and 
RMSSE in both hierarchical levels of the organization. 
However, the proposed ARIMA and ETS methods are much 
better than the baseline. 
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Table 1. Accuracy measures using the direct methods  

 
Level 

Baseline ARIMA ETS 
MAPE RMSSE MAPE RMSSE MAPE RMSSE 

PF 11.3 1.32 5.69 0.524 4.91 0.466 
DC 12.3 1.41 5,88 0.562 5.30 0.513 

 
Then, we study hierarchical forecasting using the Top-down 
(TD), Bottom-up (BU), and Optimal combination (OC) 
approaches. Consequently, we calculate the hierarchical 
forecasts based on the forecast combinations introduced in 
Section 2.2. The proposed hierarchical approaches TD, BU, and 
OC are evaluated according to the same accuracy measures 
MAPE and RMSSE by applying the baseline, ARIMA, and ETS 
methods (Table 2), (Table 3), and (Table 4). 
For the TD forecasts, we subtract the allocation proportions at 
the distribution center (DC) down-level based on the 
observations in the training set at the platform (PF) top-level. 
Using this approach, the forecasts at the top-level PF are slightly 
improved using both methods ARIMA, and ETS compared to 
the direct approach. In the DC down-level, ETS outperforms the 
baseline and ARIMA methods, (Table 2). 

 
Table 2. Accuracy measures using the TD hierarchical 

approach 

 
Level 

Baseline ARIMA ETS 
MAPE RMSSE MAPE RMSSE MAPE RMSSE 

PF 11.9 1.37 5.65 0.519 4.91 0.462 
DC 13 1.47 5,78 0.561 5.37 0.519 

 
The BU forecasts for the top-level PF are the sum of the 
forecasts at the down-level DC. As shown in Table 3, based on 
this approach, the ETS method is the best method according to 
MAPE and RMSSE with improved accuracy measures at the top 
level compared to the direct approach. 
 

Table 3. Accuracy measures using the BU hierarchical 
approach 

 
Level 

Baseline ARIMA ETS 
MAPE RMSSE MAPE RMSSE MAPE RMSSE 

PF 11.3 1.32 5.72 0.527  4.78  0.454  
DC 12.3 1.41 5,88 0.562 5.30 0.513 

 
For the OC approach, a regression model is used to explore the 
information available across the platform and distribution center 
levels. First of all, the OC approach provides the best forecast 
accuracy measures and outperforms the TD and BU approaches, 
which agrees with the findings in the literature (Hyndman & 
Athanasopoulos, 2018; Mircetic et al., 2022). 
Then, the EST is still the most efficient method for both top-
level PF and down-level DC, (Table 4). 
 

Table 4. Accuracy measures using the OC hierarchical 
approach 

 
Level 

Baseline ARIMA ETS 
MAPE RMSSE MAPE RMSSE MAPE RMSSE 

PF 11.3 1.31 5.64 0.528 4.56 0.427 
DC 12.1 1.39 5,88 0.565 4.93 0.474 

 
Regarding the DL indicator, the results are different. First of all, 
ARIMA is the best method using the three hierarchical 
approaches at both levels PF, and DC. Then, the BU approach 
provided better results than TD, and OC at both levels, which 
agrees with the suggestion to use the BU approach for forecasts 

related to operational decisions (Abolghasemi et al., 2022; 
Kahn, 1998). 
 

Table 5. DL in % using the hierarchical approaches 
 

Level 
Baseline ARIMA ETS 

BU TD OC BU TD OC BU TD OC 
PF 74% 76% 74% 57% 59% 58% 65% 60% 60% 
DC 75% 79% 75% 52% 52% 55% 60% 55% 56% 

 
Thus, the present study shows that the new hierarchical forecast-
based decision-making approach is more accurate than the 
direct approach for all levels in the hierarchical structure. It 
provides the forecasts simultaneously for the platform (PF) 
level, and the distribution center (DC) level instead of 
calculating them separately using a direct approach. The 
forecast methods ETS, and ARIMA also provide more accurate 
forecasts for the mail flow than the current baseline method.  
Besides, based on accuracy measures ETS is more performant 
than ARIMA. On the other hand, ARIMA is better than ETS 
based on the new social indicator. 
In summary, the proposed forecasting approach for the postal 
delivery service is more accurate and better than the current 
approach based on both accuracy and social measures. It helps 
the decision-makers to better plan delivery activities, and save 
time and effort as a managerial implication. 

4 CONCLUSION 
This study presents a new hierarchical approach for decision-
makers at a French postal organization to forecast the mail flow 
in a real-life problem. The proposed approach gives more 
accurate forecasts to better plan the delivery activities at the 
different levels of the organization promoting the social facet. It 
incorporates a four-phase approach including data preparation, 
hierarchy scheme, forecasting methods, and evaluation 
measures. In the first phase, a structured process for preparing 
data is provided. The result of this phase is a clean dataset that 
can be used to generate forecasts for mail demand. The second 
phase designs the organization structure as a hierarchy scheme 
including the platforms (PFs) at the top level and the distribution 
centers (DCs) at the down level. The aim is to take advantage of 
the hierarchical time series approaches for the mail flow, 
namely, Top-down (TD), Bottom-up (BU), and Optimal 
combination (OC) approaches. In the third phase, ARIMA, and 
ETS methods are applied using direct and hierarchical 
approaches. Finally, these methods are compared according to 
MAPE and RMSSE as accuracy measures and dismissing level 
DL as a social indicator to evaluate their performance. The 
implementation of the proposed approach is presented and some 
findings are carried out to provide insights. By applying the 
different methods using the proposed approach, several 
evaluations and comparisons are obtained. 
The forecast accuracy results indicate that the proposed methods 
ARIMA and ETS are both better than the current method used 
by the organization, regardless of the approach that is applied. 
The ETS is the most performant forecasting method in this case. 
In addition, the optimal combination (OC) hierarchical 
approach outperforms the Top-down (TD), Bottom-up (BU) 
approaches. By applying this approach, decision-makers can 
save time and improve postal delivery service by improving 
mail forecasts. 
Based on the findings, future research could be conducted in the 
following ways. The suggested approach can be applied to other 
organizations and cases that could be designed as a hierarchical 
structure to solve different forecasting decision-making 
problems. It would be also interesting to consider in depth the 



forecast utility (Babai et al., 2022) in addition to accuracy 
measures by proposing other new social measures in link with 
workforce and workload planning. Furthermore, an ultimate 
direction for future work is to forecast the hierarchical time 
series using machine learning methods like XGBoost or 
LightGBM, which have already been shown in the literature to 
be associated with a good hierarchical forecasting performance 
in the retail context. 
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